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(57) ABSTRACT

Methods, systems, and apparatus are provided for time-
based image display. In an aspect, a method includes access-
ing two or more images; obtaining, for each of the images,
a timestamp for the image; generating, based on the time-
stamps for each of the images, a slideshow schedule, the
slideshow schedule specifying, for each of two or more time
windows, one or more of the images for display during the
time window; identifying, based on a current time, a current
time window from the two or more time windows; and
causing display of the one or more images specified by the
slideshow schedule for the current time window.

15 Claims, 6 Drawing Sheets

3022
(i'.' - »_;»; :: T :,_ 5: 3107 o :,': T T
¥ apiil 6, 2013
5:30 PM :
3062 :
Image04
2
308
I8 APRIL
1 2 3
1 8 9 10
14 15 16 17
_S"“P
314 Image16
2 3 24
5 2 2 20
k. :; : J




U.S. Patent Oct. 4, 2016 Sheet 1 of 6 US 9,459,774 B1

100 z‘

Image Display
) User
Device @[¢—-——-—--———————— > Device(s)
104

Y

Image Server
108

FIG. 1



US 9,459,774 B1

Sheet 2 of 6

Oct. 4, 2016

U.S. Patent

¢ 9ld

rr- —--—r—~——"-""-""-"®--"-"-"-—-"-—-—=-"=-- |
! m _
I [9186ew(] £102 ‘¢z IMdy _ F "
_ [c0abewl] £10z ‘9 Judy _ ' I
| jToerw | 1 e
I [GLebew|] €10z ‘22 Yorel _ U !
| [pLeBew ‘¢l abew) ‘yoebew)] ET0Z 0z aUnt — €102 0¢ Joren | B
I [z18Bew(] :€10Z ‘F) YoIe — €10Z 0 Uoten I __
_ [ 1oBew| ‘018Bew] :ET0Z TOTel IAN 80
I _Hmommmc.___ ”%%% | \ Jonleg abew|
_ [goebew| ‘08bew|] :¢10z ‘G| Arenuer _ AN
_ [g0eBew] :¢10z ‘| Aenuer _ \
I [goebew] ‘| osbew|] 10 Aenuer I / — o0z
o ____ Fwemsmommsee o Aoy

vz y Ae|dsig abew| [euosiad

/7 h
/

)/ 90z
ﬂlllllllA |||||||||||| a ) auoyd pews
| 0Z unf — 0z yoJep 21021028 — v0sbew /

_ 9 ludy G861/9/% - €03beW| _\

| 52 I19quIs0a( equisdag 0102/52/Z — Z03bew| | 0z

_ Aenuep 1102/1/) — LodBeuw| [([¥4 RIOWED
| SIMOPUIN, SWTL dwersaur] /abew| 2101 BlB(

_
ST St 2 i _

Moow



U.S. Patent Oct. 4, 2016 Sheet 3 of 6 US 9,459,774 B1




U.S. Patent Oct. 4, 2016 Sheet 4 of 6 US 9,459,774 B1

3502‘

Display
Image(s)
368
Captured T
Image(s) Slideshow
364 Schedule
366
v v
(R
360
_(A Image03
362 [H
B Y
O0o0oao
——

FIG. 3B



U.S. Patent Oct. 4, 2016 Sheet 5 of 6 US 9,459,774 B1

4002‘

Access two or more images

402

Obtain, for each image, a timestamp
404

Generate a slideshow schedule based
on the timestamps 406

Identify a current time window |

408
Cause display of image(s) specified by

slideshow schedule for the current time
window 410

End

FIG. 4



U.S. Patent Oct. 4, 2016 Sheet 6 of 6 US 9,459,774 B1

/
7
~N
\ —
Input/Output
2 Devices

\
~ // o
NS _ -~ SN
\ \
\ \
\ N
\\ EQ% 1111
o
\ /‘\J b
S To}
\ £ 1T :
\ = - @)
. O
=% L
5
O
35
o
— £
1111
S — -
wH
o
~J
| 111
S
8 e
>
Q
g o
3 o
e S
o w

500 Z



US 9,459,774 B1

1
TIME-BASED IMAGE DISPLAY

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority under 35 U.S.C. §119(e)
to U.S. Provisional Application Ser. No. 61/755,776, titled
“Smart Wall Calendar” filed Jan. 23, 2013, the disclosure of
which is incorporated herein by reference in its entirety.

BACKGROUND

This specification relates to displaying images based on
time.

The use of electronic devices in viewing media, such as
digital image files and video files, has led to the development
of various devices and methods for presenting digital media
to users. For example, personal computers allow a user to
choose a background image to be displayed as the back-
ground of a user interface, and digital photo frames can
display a slideshow of images stored on the device. These
devices generally use simple methods for displaying images,
such as displaying a particular image specified by a user, or
randomly shuffling through images stored on the device.

SUMMARY

In general, the subject matter described in this specifica-
tion involves displaying images based on time.

In general, one innovative aspect of the subject matter
described in this specification can be embodied in methods
that include the actions of accessing two or more images;
obtaining, for each of the images, a timestamp for the image;
generating, based on the timestamps for each of the images,
a slideshow schedule, the slideshow schedule specifying, for
each of two or more time windows, one or more of the
images for display during the time window; identifying,
based on a current time, a current time window from the two
or more time windows; and causing display of the one or
more images specified by the slideshow schedule for the
current time window. Other embodiments of this aspect
include corresponding systems, apparatus, and computer
programs, configured to perform the actions of the methods,
encoded on computer storage devices.

These and other embodiments can each optionally include
one or more of the following features. Obtaining, for each of
the images, a timestamp for the image may comprise obtain-
ing, for each of the images, an EXIF timestamp included in
EXIF data for the image, the EXIF timestamp indicating a
time the image was captured by an image capturing device.

Obtaining, for each of the images, a timestamp for the
image may comprise obtaining, for each of the images, a
user specified timestamp derived from user input.

For each time window, the timestamp of each image
specified by the slideshow schedule for display during the
time window may specify a time included in a period of time
specified by the time window.

Each time window may specify a period of time spanning
a calendar month. Each time window specifies a period of
time spanning a calendar day.

The slideshow schedule may specify two or more images
for display during a particular time window, and the slide-
show schedule may further specify an alternating display of
the two or more images during the particular time window.

The method may further comprise providing slideshow
data to a user device, the slideshow data causing display, on
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the user device, of at least one of the one or more images
specified by the slideshow schedule for the current time
window.

Particular embodiments of the subject matter described in
this specification can be implemented so as to realize one or
more of the following advantages. Digital media, such as
images, can be automatically displayed during periods of
time that are relevant to the media. Users may customize the
display of digital media during periods of time specified by
the user, and users and third party media providers may
share images or other media with other users for display in
accordance with a particular schedule. In addition, different
display devices may be synchronized, resulting in displaying
images and/or other media in the same or similar manner
across one or more users’ devices. Each of the foregoing
advantages may lead to satisfaction of users’ informational
and entertainment needs.

The advantages and features listed in the above list are
optional and not exhaustive. The advantages and features
can be separately realized or realized in various combina-
tions.

The details of one or more embodiments of the subject
matter described in this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram of an example environment in which
images are displayed based on time.

FIG. 2 is a diagram of an example data flow in which a
slideshow schedule is generated for displaying images based
on time.

FIG. 3A is an illustration of an example image display
device for displaying images based on time.

FIG. 3B is an illustration of an example of displaying and
providing images based on time.

FIG. 4 is a flow chart of an example process for displaying
images based on time.

FIG. 5 is a block diagram of an example data processing
apparatus.

DETAILED DESCRIPTION

An image display device facilitates the display of images
based on time. For example, an image display device may
obtain timestamps of images that are eligible for display and
create a slideshow schedule that specifies which image(s)
will be displayed for a given time.

An image display device may access images stored
locally on the device, or images stored on a network storage
device. The images may include a timestamp, such as a
timestamp included in Exchangeable image file format
(Exif) data, or provided by a user. Based on the timestamps,
the image display device can create a slideshow schedule for
displaying the images. For example, if ten images accessed
by the image display device have a timestamp indicating that
the images were captured on January 1, those ten images
may be scheduled for displaying on the image display device
when the current time is January 1. The ten images may
alternate display, e.g., one every 30 seconds, or two or more
can be displayed at the same time, e.g., as a collage. Other
options for display may be used. For example, an image
display device may be an electronic wall calendar, and
images may be rotated in an image display portion of the
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calendar as well as in a calendar display portion, e.g., an
image can be displayed in the box of a calendar associated
with the day, January 1.

Time windows can be used during generation of a slide-
show schedule. A time window may specify, for example, a
period of time, such as a particular day, week, month,
season, or year. Time windows may be predefined and/or
configurable by a user. By way of example, an image display
device may generate a slideshow schedule that specifies, for
an example time window encompassing the month of Janu-
ary, every image with a timestamp specifying a time in
January. During the month of January, an image display
device may then cause the display of the images associated
with the January time window.

While the following examples specify slideshow sched-
ules for displaying images, other types of digital files and
media may be presented according to a slideshow schedule
based on timestamps. For example, video files, digital art-
work files, and audio files may all have associated time-
stamps, and may all be presented on image display devices
and/or user devices in accordance with a slideshow sched-
ule.

FIG. 1 is a diagram of an example environment 100 in
which images are displayed based on time. A computer
network 102, such as a local area network (LAN), wide area
network (WAN), the Internet, or a combination thereof,
connects an image display device 104, user devices 106, and
an image server 108. The online environment 100 may
include more than one image server 108 and many user
devices 106.

A user device 106 is an electronic device capable of
communicating with the image display device 104, either
directly, e.g., using a cable, Wi-Fi Direct, Bluetooth, or Near
Field Communications (NFC) device, or over the network
102. Example user devices 106 include personal computers,
mobile communication devices, and other devices that can
send and receive data. A user device 106 typically includes
a display for presenting information, such as text, images,
and video.

An image server 108 is an electronic device capable of
communicating with the image display device 104 and user
devices 106 over the network 102. The image server 108
may be a server computer, or a cluster of server computers,
that is capable of providing images to the image display
device 104 and user devices 106. The image server 108 is
connected to a storage device containing server image data
110, such as image files and associated image information,
such as timestamps.

An image display device 104 is an electronic device
capable of displaying images, e.g., using an LCD (liquid
crystal display) or OLED (organic light emitting diode)
monitor. The image display device 104 may be capable of
communicating with the user devices 106 and image servers
108, directly and/or over the network 102. In some imple-
mentations, an image display device 104 is a type of user
device. For example, the image display device 104 may be
a personal computer or mobile communications device, such
as a smart phone.

The image display device 104 can access images, e.g.,
from a local storage device, user devices 106, and/or an
image server 108. Using timestamps associated with the
images, the image display device 104 can generate a slide-
show schedule that specifies which images will be displayed
on the image display device 104 during various windows of
time. Generating a slideshow schedule for displaying images
is described in further detail below.
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The particular embodiment shown in the example envi-
ronment 100 is one example way in which the subject matter
described herein may be implemented. While the example
environment 100 is described using the image display device
104 as the device responsible for generating slideshow
schedules, in some implementations another device, such as
the image server 108, may generate a slideshow schedule.
For example, the image server 108 may generate a slideshow
schedule, and provide the schedule (or the image(s) to be
displayed) to the image display device 104. In some imple-
mentations, an image server 108 may be capable of main-
taining one or more user accounts that are each associated
with one or more image display devices 104. The image
server 108 may be capable of receiving user input from a
user of an image display device 104 or user device 106 to
facilitate the generation of a slideshow schedule.

FIG. 2 is a diagram of an example data flow 200 in which
a slideshow schedule is generated for displaying images
based on time. The image display device 104 accesses
images 202. The images 202 may be provided by various
devices, such as a camera 204, smart phone 206, personal
computer 208, and/or image server 108. In some implemen-
tations, some or all of the accessed images 202 may be
stored in a local data store 210 of the image display device.

The image display device 104 obtains a timestamp for
each of the images 202. In the example data flow 200,
timestamps 212 are depicted for several images. In some
implementations, the timestamp may be obtained from
metadata included in an image. For example, Exif data for
an image may include a timestamp that indicates a date
and/or time that an image was captured by an image cap-
turing device. In some implementations, a timestamp can be
provided by user input. For example, the image display
device 104 may prompt a user to provide a timestamp for
one or more images. As noted above, timestamps may
indicate a date/time an image was captured; other example
timestamps may indicate a date/time an image was uploaded
to a server device, transferred to a user device or image
display device, or any other date/time provided by a device
or user.

Based on the timestamps 212 for the images 202, the
image display device generates a slideshow schedule 214.
The slideshow schedule 214, discussed in further detail
below, specifies which image(s) will be displayed during
which time window(s) 216. Time windows 216 may specify
a period of time, such as a particular hour, day, month,
season, or year. In some implementations, time windows
may be predefined by the image display device 104. For
example, the image display device 104 may predefine a time
window for each calendar month, and a time window for
each calendar day. In some implementations, time windows
may be defined by user input. For example, a user may
specify a time window spanning the months of summer. In
some implementations, a time window may be configured to
repeat, e.g., a time window may specify every Friday, or the
first Sunday of each month.

The example data flow 200 depicts time windows 216 for
some of the images 202. For example, Image01, which has
a timestamp of 1/1/2011, is associated with a January time
window. This indicates that Image01 is eligible for being
displayed during the month of January. In some implemen-
tations, an image may be associated with multiple time
windows. Image02 has a timestamp of 12/25/2010, and is
associated with a December time window as well as a
December 25 time window, which indicates that Image02 is
eligible for being displayed during the month of December,
as well as on December 25. In some implementations,
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images in more precise time windows have a higher priority
for display during period of time in which multiple time
windows apply. For example, the time window for Decem-
ber 25 is within the time window for December, and images
associated with the December 25 time window may be
prioritized for display over images in the December time
window.

As noted above, the example slideshow schedule 214
specifies, for various time windows, the image(s) to be
displayed during the time window. The example slideshow
schedule 214 is for the year 2013, and it begins with a time
window encompassing the month of January, 2013. Accord-
ing to the slideshow schedule 214, Image01 and Image05 are
the images specified for display during the month of January.
Two other time windows, one for January 1, and one for
January 15, are within the January time window. On Jan. 1,
2013, the slideshow schedule 214 indicates that Image06
should be displayed.

In some implementations, when a current time is within
two or more time windows, the images specified by those
time windows may all be eligible for display. For example,
when the current time is Jan. 1, 2013, Image06 (which
corresponds to the January 1 time window) may be eligible
for display, as well as Image01 and Image05 (which corre-
spond to the January time window). In some implementa-
tions, images associated with a more precise time window
may be prioritized. For example, on Jan. 1, 2013, Image06
may be eligible for display, but not Image01 or Image05. Or,
images Image01 and Image05 may be eligible for display,
but the length of time they are displayed on January 1 may
be less than the length of time that Image06 is displayed. As
another example, images Image01, Image05, and Image06
may all be displayed as part of a collage, with Image01
having a larger display area than Image05 and/or Image06.

In some implementations, images may be placed into one
or more default time windows. For example, a default
configuration of the image display device may associate
each image with two time windows—one for the month that
includes the image’s timestamp, and one for the day that
includes the image’s timestamp. For example, an image with
a timestamp of May 6, 2007, may be associated with a time
window for the month of May and a time window for the
day, May 6.

In some implementations, time windows and correspond-
ing images may be customized based on user input. For
example, a user wishing to see a particular image every
Friday may cause the image display device 104 to create a
time window for each Friday of the year. The user may also,
in some implementations, associate one or more images with
time windows. For example, the user may provide an image
with a timestamp that results in the image being placed in a
particular time window, or the user may specify that an
image is to be displayed during one or more time windows,
regardless of the timestamp.

The image display device 104 identifies a current time and
causes the display of the images specified by the slideshow
schedule for display during the time window(s) that corre-
spond to the current time. Using the example slideshow
schedule 214, for a current time of Jan. 15, 2013, there are
two time windows, e.g., the time window for January, and
the time windows for Jan. 15, 2013. In implementations
where images in more precise time windows are displayed
in lieu of those in less precise time windows, images
Image07 and Image08 are the only images to be displayed.
The image display device 104 may, by way of example,
cause Image07 and Image08 to be alternatively displayed on
a display 218 of the image display device 104.
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In some implementations, images may be assigned a
display priority, and be displayed according to the priority.
As mentioned above, images that belong to a relatively
precise time window may have a higher priority for display
than images belonging to a time window encompassing a
greater period of time. In some implementations, the priority
of an image may depend on an age of the image, measured
by its timestamp. For example, an image that is one year old
may have a higher priority than an image that is ten years
old. In some implementations, the priority of an image may
depend on an image quality value for the image. Image
quality may be measured, for example, by one or more
metrics, such as a user rating or measure of image resolution
(e.g., in pixels), where images with higher user ratings, or
images of a greater resolution, may have a higher priority for
display than images with lower user ratings or having a
lower resolution. Image priority may be used, for example,
to determine whether an image will be displayed at all, for
what length of time an image will be displayed, the size of
the image to be displayed, and/or the location in which the
image is displayed. By way of example, if three images are
to be displayed in a collage on an image display device, the
image with the highest priority among the three may have
the largest display area within the collage relative to the
display areas of the other images.

In some implementations, a slideshow schedule may
specify a particular time of day for displaying one or more
images. For example, an image taken on Jul. 4, 2011 at
06:30:00 may be scheduled for display during a time win-
dow at or near 06:30:00 on July 4”. In situations where
multiple images have timestamps on the same day, e.g.,
timestamps of 07/04/2011 06:30:00, 07/04/2005 12:00:00,
and 07/04/2009 20:45:10, each image may be scheduled for
display during a time window at or near the time of day that
corresponds to the time of day specified by the timestamp.
For example, the image with the timestamp of 07/04/2005
12:00:00 may be displayed at or near 12:00:00 on July 4%,
while the image with the timestamps of 07/04/2009 20:45:10
may be displayed at or near 20:45:10 on July 4”. In some
implementations, the time of day specified by a timestamp
may affect display priority. For example, when multiple
images are eligible for display on a particular day, the
priority of each image may be affected by the time of day.
An image with a timestamps of 06:30:00 may have a higher
priority at 07:00:00 than at 22:00:00, while an image with a
timestamps of 21:00:00 may have a higher priority at
22:00:00 than at 07:00:00. As noted above, the priority of an
image can affect the manner in which the image is displayed,
and can be used to determine whether an image is eligible
for display at a given day/time. By way of example, images
taken during the morning on a particular day may be more
prominently displayed during the morning, while images
taken later in the evening may be more prominently dis-
played during the evening.

The manner in which the image display device 104 causes
display of images may change depending on the type of the
image display device 104, or an environment in which
images are to be displayed, e.g., within an application on the
user device, as a background image, etc. Some examples of
methods for causing the display of images are described
with respect to FIGS. 3A and 3B, below.

FIG. 3A is an illustration 300 of an example image display
device for displaying images based on time. In this example,
the image display device 302 is an electronic wall calendar
302. The wall calendar 302 includes, for example, a data
processing apparatus, a display screen for output, and soft-
ware for causing the display of images and other data, such
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as calendar information. The electronic wall calendar may
also include various other components and features, such as
a camera, speaker(s), microphone, remote control, wired
and/or wireless network interface controller (e.g., Wi-Fi
and/or Bluetooth), communications ports (e.g., USB, IEEE
1394, and/or fiber optic), and solid state and/or magnetic
storage device(s), to name a few.

The wall calendar 302 includes a display 304, such as a
touch-screen LCD monitor, with an image display area 306
and a calendar display area 308. The display portions are
examples, and additional display configurations could be
used. For example, the image display area 306 could be
larger or smaller, and could occupy the left, right, and/or
bottom of the wall calendar’s display 304. The calendar
display area 308 could also be larger or smaller, could
occupy a different area of the display 304, and could display
a period of time other than a month, such as a day, week, or
year. The wall calendar also shows the current date 310 as
Apr. 6, 2013, and the box 312 for the current day is
highlighted in the calendar display area 306.

Assuming, by way of example, that the wall calendar 302
is using the slideshow schedule 214 discussed above with
reference to FIG. 2, and given a current date/time of Apr. 6,
2013, the images eligible for display are Image03, Image04,
Imagel3, and Imagel4. In some implementations, the
images rotate presentation in the image display area 306. For
example, each of the eligible images may be displayed for
1 minute before another image is rotated in. In some
implementations, multiple eligible images may be displayed
in the image display area, e.g., arranged in a collage. Other
methods for displaying images may also be used, such as
displaying images as a background for the entire display
304, or displaying an image as a background for the calendar
display area 308

In some implementations, a time window has a corre-
sponding area for display of the image(s) associated with the
time window. For example, the calendar display area 306
includes a box 312 for Apr. 6, 2013. The image, Image03
that is associated with Apr. 6, 2013 can be displayed in the
box 312. As another example, the calendar display area also
includes a box 314 for Apr. 23, 2013. A time window for
Apr. 23, 2013 includes an image, Imagel6, that can be
displayed in the box 314, even when a current time is not
within the April 23 time window.

In some implementations, the particular image or images
being displayed can be customized based on user input. For
example, on a touch-screen device, the wall calendar 302
may rotate a new image into the image display area 306 in
response to receiving a swipe input in the image display area
316. As another example, selection of an image in a display
area for a time window, such as box 314, may cause the
corresponding image—or any other images eligible for
display during the time window—to be displayed in the
image display area 306. Further examples for displaying
images are discussed with reference to FIG. 3B, below.

FIG. 3B is an illustration 350 of an example of displaying
and providing images based on time. The example includes
an image display device 352 that, in this example, is a
personal computer. The image display device 352 can dis-
play images in a display area 354, e.g., as one or more
rotating background images, or for display during a sleep
mode for the personal computer.

The image display device 352 is in communication with
a user device 360 that, in this example, is a smart phone
having its own image display area 362. Communication
between the user device 360 and image display device 352
may be wired or wireless, and data can be transferred
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one-way or both ways. In some implementations, the user
device 360 includes a camera for capturing images. Cap-
tured images 364 can be transferred to the image display
device 352. For example, a smart phone may include an
application for providing images directly to a personal
computer using a USB cable or Bluetooth connection, or
may transfer images to a network storage device accessible
by both the personal computer and the smart phone.

In some implementations, the image display device 352
can use the captured images 364, and associated timestamp
information, to create a slideshow schedule 366. The slide-
show schedule 366 may also include images other than the
captured images 364 provided by the user device 360, such
as images obtained from an image server, images provided
by other user devices, and/or images captured by the image
display device 352. The image display device 352 can
display images, including one or more captured images 364,
in its display area 354 according to the slideshow schedule
366.

In some implementations, the image display device 352
provides the user device 360 with the slideshow schedule
366. The user device 360 may then display images in its own
image display area 362 according to the slideshow schedule
366. In some implementations, the image display device 352
provides display images 368 directly to the user device 360
for display. For example, the personal computer can transmit
every image specified by the slideshow schedule 366 to the
smart phone, so that the smart phone can retrieve the images
from its local storage device for display on demand and/or
in accordance with the slideshow schedule 366.

In some implementations, the image display device 352
pushes the display images 368 to the user device 360 on an
as-needed basis according to the slideshow schedule 366.
For example, the personal computer may wait to transmit
images to the user device until the current time is within a
time window associated with the images. In some imple-
mentations, the slideshow schedule 366 and/or images 368
may be stored on a network device, such as a network hard
drive or server computer. In these situations, images may be
pushed to, or pulled by, the image display device 352 and/or
user device 360. For example, a server computer storing the
display images 368 and slideshow schedule can provide
images to the image display device 352 and/or user device
360 in accordance with the slideshow schedule 366.

While the foregoing examples depict particular types of
electronic devices providing images for display and display-
ing images, any type or number of devices may share and
display images with one another in accordance with a
slideshow schedule. For example, devices may be associated
with a user account, and a synchronized slideshow schedule
can cause display of images on multiple devices at one time.
Each image display device may be capable of displaying
images in a number of ways, and the manner in which
images are displayed may be the same or different for
different devices. For example, a virtual wall calendar
display may be used on a personal computer, while a collage
display may be used on a smart phone.

In some implementations, a user may subscribe to a public
slideshow schedule provided by another user, or a third party
slideshow schedule provider. For example, a user may
customize a slideshow schedule for an electronic wall cal-
endar that depicts a different image each day of the year. The
user can make the slideshow schedule and images public,
allowing other users to access, use, and/or customize the
slideshow schedule on their own devices.

FIG. 4 is a flow chart of an example process for displaying
images based on time. The process may be used by a data
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processing apparatus that is used to realize one or more of
the systems described above, such as an image display
device. In particular, the process 400 may generate a slide-
show schedule for images based on timestamps and cause
display of the images according to the slideshow schedule.

Two or more images are accessed (402). In some imple-
mentations, the images are accessed on a storage device of
an image display system. For example, an image display
device that is a server computer may access images stored on
one or more storage devices.

For each image, a timestamp is obtained (404). In some
implementations, obtaining a timestamp includes obtaining
metadata timestamp, such as an Exif timestamp, included in
metadata, such as Exif data, for an image. The metadata
timestamp may indicate a time that the corresponding image
was captured by an image capturing device, such as a digital
camera. In some implementations, obtaining a timestamp
includes obtaining a user specified timestamp derived from
user input. For example, a user of a smart phone may upload
an image to the image display device and specify a date for
the image. The specified date may be the date the image was
captured, or any other date specified by the user.

A slideshow schedule is generated based on the time-
stamps (406). The slideshow schedule specifies, for each of
two or more time windows, one or more of the images for
display during the time window. In some implementations,
the timestamp of each image specified by the slideshow
schedule for display during a time window specifies a time
included in a period of time specified by the time window.
For example, if a time window specifies the month of
November, each image specified by the slideshow schedule
for display during that time window has a timestamp in the
month of November. As discussed above, time windows can
specify any period(s) of time, such as an hour, day, month,
year, every other Saturday, etc.

In some implementations, the slideshow schedule speci-
fies two or more images for display during a particular time
window. The slideshow schedule may further specify an
alternating display for the images during the particular time
window. For example, if three images are specified for
display for a particular month, they may be periodically
rotated, e.g., the image being displayed may change every
30 seconds, every hour, or every day. In some implementa-
tions, the slideshow schedule may further specify the display
of multiple images during a particular time window. For
example, if three images are specified for display for a
particular week, they may be displayed together as a three
image collage. The collage itself may rotate display of
images. For example, if a collage includes one large display
area and two small display areas, the images may periodi-
cally rotate display in the various display areas.

A current time window is identified (408). The current
time window is identified based on a current time. In some
implementations, multiple time windows may be identified
based on the current time. For example, if a current time is
May 15, a time window for the day, May 15, may be
identified, as well as a time window for the month of May.

The one or more images specified by the slideshow
schedule for the current time window are displayed (410). In
some implementations, the data processing apparatus per-
forming the process 400 causes display of the image(s) on its
own display. For example, an electronic wall calendar or
smart phone used to perform the process 400 may cause the
image(s) to be displayed on the screen of the calendar or
smart phone. As described in detail above, the manner in
which images are displayed may depend on the particular
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device, e.g., an electronic wall calendar may have a portion
of the screen specified for the display of slideshow images.

In some implementations, the slideshow data is provided
to a user device, and the slideshow data causes display, on
the user device, of at least one of the images specified by the
slideshow schedule for the current time window. For
example, a server computer used to implement an image
display device may provide the slideshow schedule to a user
device, such as an electronic wall calendar, using a com-
munications network, such as the Internet. The slideshow
schedule may include instructions that, when executed by
the user device, cause display of the images on the user
device in accordance with the slideshow schedule. As dis-
cussed above, other methods for causing display of images
on a user device in accordance with the slideshow schedule
may be used, such as individually pushing images to a user
device for temporary storage and display, or providing
instructions to a user device that cause the user device to
obtain images for display from a network storage device.

FIG. 5 is a block diagram of an example data processing
apparatus 500 that can be used to perform operations
described above. The apparatus 500 includes a processor
510, a memory 520, a storage device 530, and an input/
output device 540. Each of the components 510, 520, 530,
and 540 can be interconnected, for example, using a system
bus 550. The processor 510 is capable of processing instruc-
tions for execution within the system 500. In one imple-
mentation, the processor 510 is a single-threaded processor.
In another implementation, the processor 510 is a multi-
threaded processor. The processor 510 is capable of pro-
cessing instructions stored in the memory 520 or on the
storage device 530.

The memory 520 stores information within the apparatus
500. In one implementation, the memory 520 is a computer-
readable medium. In one implementation, the memory 520
is a volatile memory unit. In another implementation, the
memory 520 is a non-volatile memory unit.

The storage device 530 is capable of providing mass
storage for the apparatus 500. In one implementation, the
storage device 530 is a computer-readable medium. In
various different implementations, the storage device 530
can include, for example, a hard disk device, an optical disk
device, a storage device that is shared over a network by
multiple computing devices, e.g., a cloud storage device, or
some other large capacity storage device.

The input/output device 540 provides input/output opera-
tions for the apparatus 500. In one implementation, the
input/output device 540 can include one or more of a
network interface devices, e.g., an Ethernet card, a serial
communication device, e.g., and RS-232 port, and/or a
wireless interface device, e.g., an 802.11 card. In another
implementation, the input/output device can include driver
devices configured to receive input data and send output data
to other input/output devices, e.g., keyboard, printer and
display devices 560. Other implementations, however, can
also be used, such as mobile computing devices, mobile
communication devices, set-top box television client
devices, etc.

Although an example data processing apparatus has been
described in FIG. 5, implementations of the subject matter
and the functional operations described in this specification
can be implemented in other types of digital electronic
circuitry, or in computer software, firmware, or hardware,
including the structures disclosed in this specification and
their structural equivalents, or in combinations of one or
more of them.
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Embodiments of the subject matter and the operations
described in this specification can be implemented in digital
electronic circuitry, or in computer software, firmware, or
hardware, including the structures disclosed in this specifi-
cation and their structural equivalents, or in combinations of
one or more of them. Embodiments of the subject matter
described in this specification can be implemented as one or
more computer programs, i.e., one or more modules of
computer program instructions, encoded on computer stor-
age medium for execution by, or to control the operation of,
data processing apparatus.

A computer storage medium can be, or be included in, a
computer-readable storage device, a computer-readable stor-
age substrate, a random or serial access memory array or
device, or a combination of one or more of them. Moreover,
while a computer storage medium is not a propagated signal,
a computer storage medium can be a source or destination of
computer program instructions encoded in an artificially-
generated propagated signal. The computer storage medium
can also be, or be included in, one or more separate physical
components or media (e.g., multiple CDs, disks, or other
storage devices).

The operations described in this specification can be
implemented as operations performed by a data processing
apparatus on data stored on one or more computer-readable
storage devices or received from other sources.

The term “data processing apparatus”™ encompasses all
kinds of apparatus, devices, and machines for processing
data, including by way of example a programmable proces-
sor, a computer, a system on a chip, or multiple ones, or
combinations, of the foregoing The apparatus can include
special purpose logic circuitry, e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application-specific
integrated circuit). The apparatus can also include, in addi-
tion to hardware, code that creates an execution environment
for the computer program in question, e.g., code that con-
stitutes processor firmware, a protocol stack, a database
management system, an operating system, a cross-platform
runtime environment, a virtual machine, or a combination of
one or more of them. The apparatus and execution environ-
ment can realize various different computing model infra-
structures, such as web services, distributed computing and
grid computing infrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written in any
form of programming language, including compiled or
interpreted languages, declarative or procedural languages,
and it can be deployed in any form, including as a stand-
alone program or as a module, component, subroutine,
object, or other unit suitable for use in a computing envi-
ronment. A computer program may, but need not, correspond
to a file in a file system. A program can be stored in a portion
of a file that holds other programs or data (e.g., one or more
scripts stored in a markup language document), in a single
file dedicated to the program in question, or in multiple
coordinated files (e.g., files that store one or more modules,
sub-programs, or portions of code). A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a communication net-
work.

The processes and logic flows described in this specifi-
cation can be performed by one or more programmable
processors executing one or more computer programs to
perform actions by operating on input data and generating
output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special
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purpose logic circuitry, e.g., an FPGA (field programmable
gate array) or an ASIC (application-specific integrated cir-
cuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing actions in accor-
dance with instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto-optical disks, or
optical disks. However, a computer need not have such
devices. Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console, a
Global Positioning System (GPS) receiver, or a portable
storage device (e.g., a universal serial bus (USB) flash
drive), to name just a few. Devices suitable for storing
computer program instructions and data include all forms of
non-volatile memory, media and memory devices, including
by way of example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks. The
processor and the memory can be supplemented by, or
incorporated in, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described in this specification can be imple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liquid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, e.g., a mouse or a trackball, by which the
user can provide input to the computer. Other kinds of
devices can be used to provide for interaction with a user as
well; for example, feedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
feedback, or tactile feedback; and input from the user can be
received in any form, including acoustic, speech, or tactile
input. In addition, a computer can interact with a user by
sending documents to and receiving documents from a
device that is used by the user; for example, by sending web
pages to a web browser on a user’s user device in response
to requests received from the web browser.

What is claimed is:

1. A method comprising:

displaying, on an electronic display device, an electronic

wall calendar comprising an image display area and a
calendar display area;

displaying, within the calendar display area, a plurality of

selectable date boxes, each date box corresponding to

aparticular calendar date of a particular calendar month

and a time window that corresponds to that particular

calendar date and particular calendar month;
accessing a plurality of images;

obtaining, for each of the images of the plurality of

images, a timestamp for the image, wherein the time-
stamp indicates a date and time for which the image
was captured by an image capture device;

generating, based on the timestamps for each of the

images, a slideshow schedule, the slideshow schedule
specifying, for each time windows, one or more of the
images for display during the time window, wherein for
each time window the images specified by the slide-
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show schedule have respective timestamps indicating a
date and time that occurs on the calendar date and
calendar month to which the time window corresponds;

identifying, based on a current time, a current time
window from the time windows, wherein the current
time window specifies a calendar date and a calendar
month that matches the calendar date and calendar
month of one of the time windows of one of the
displayed date boxes;

causing display, in the calendar display area, of the one or

more images specified by the slideshow schedule for
the current time window;

receiving a user selection of one of the date boxes as a

selected date box, the selected date box corresponding
to a combination of a calendar date and calendar month
that is different from the combination of the calendar
date and calendar month specified by the current time
window; selecting the time window corresponding to
the selected date box; and

causing display, in the calendar display area, of the one or

more images specified by the slideshow schedule for
the time window corresponding to the selected date
box.

2. The method of claim 1, wherein obtaining, for each of
the images, a timestamp for the image comprises obtaining,
for each of the images, an EXIF timestamp included in EXIF
data for the image, the EXIF timestamp indicating a time the
image was captured by an image capturing device.

3. The method of claim 1, wherein the slideshow schedule
specifies two or more images for display during a particular
time window, and wherein the slideshow schedule further
specifies an alternating display of the two or more images
during the particular time window.

4. The method of claim 1, further comprising:

displaying, within each date box, an image of the one or

more images specified by the slideshow schedule for
the time window corresponding to the date box.

5. The method of claim 4, further comprising highlighting
the date corresponding to the current time window.

6. A system comprising:

a data processing apparatus;

an electronic display device; and

a data store storing instructions that, when executed by the

data processing apparatus, cause the data processing

apparatus to perform operations comprising:

displaying, on the electronic display device, an elec-
tronic wall calendar comprising an image display
area and a calendar display area;

displaying, within the calendar display area, a plurality
of selectable date boxes, each date box correspond-
ing to a particular calendar date of a particular
calendar month and a time window that corresponds
to that particular calendar date and particular calen-
dar month,

accessing a plurality of images;

obtaining, for each of the images of the plurality of
images, a timestamp for the image, wherein the
timestamp indicates a date and time for which the
image was captured by an image capture device;

generating, based on the timestamps for each of the
images, a slideshow schedule, the slideshow sched-
ule specifying, for each time windows, one or more
of the images for display during the time window,
wherein for each time window the images specified
by the slideshow schedule have respective time-
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stamps indicating a date and time that occurs on the
calendar date and calendar month to which the time
window corresponds;

identifying, based on a current time, a current time
window from the time windows, wherein the current
time window specifies a calendar date and a calendar
month that matches the calendar date and calendar
month of one of the time windows of one of the
displayed date boxes;

causing display, in the calendar display area, of the one
or more images specified by the slideshow schedule
for the current time window;

receiving a user selection of one of the date boxes as a
selected date box, the selected date box correspond-
ing to a combination of a calendar date and calendar
month that is different from the combination of the
calendar date and calendar month specified by the
current time window;

selecting the time window corresponding to the
selected date box; and

causing display, in the calendar display area, of the one
or more images specified by the slideshow schedule
for the time window corresponding to the selected
date box.

7. The system of claim 6, wherein obtaining, for each of
the images, a timestamp for the image comprises obtaining,
for each of the images, an EXIF timestamp included in EXIF
data for the image, the EXIF timestamp indicating a time the
image was captured by an image capturing device.

8. The system of claim 6, wherein the slideshow schedule
specifies two or more images for display during a particular
time window, and wherein the slideshow schedule further
specifies an alternating display of the two or more images
during the particular time window.

9. The system of claim 6, the operations further compris-
ing:

displaying, within each date box, an image of the one or

more images specified by the slideshow schedule for
the time window corresponding to the date box.

10. The system of claim 9, the operations further com-
prising highlighting the date corresponding to the current
time window.

11. A non-transitory computer readable medium storing
instructions that, when executed by a data processing appa-
ratus, cause the data processing apparatus to perform opera-
tions comprising:

displaying, on an electronic display device, an electronic

wall calendar comprising an image display area and a
calendar display area;

displaying, within the calendar display area, a plurality of

selectable date boxes, each date box corresponding to

aparticular calendar date of a particular calendar month

and a time window that corresponds to that particular

calendar date and particular calendar month,
accessing a plurality of images;

obtaining, for each of the images of the plurality of

images, a timestamp for the image, wherein the time-
stamp indicates a date and time for which the image
was captured by an image capture device;

generating, based on the timestamps for each of the

images, a slideshow schedule, the slideshow schedule
specifying, for each time windows, one or more of the
images for display during the time window, wherein for
each time window the images specified by the slide-
show schedule have respective timestamps indicating a
date and time that occurs on the calendar date and
calendar month to which the time window corresponds;
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identifying, based on a current time, a current time
window from the time windows, wherein the current
time window specifies a calendar date and a calendar
month that matches the calendar date and calendar
month of one of the time windows of one of the
displayed date boxes; and

causing display, in the calendar display area, of the one or
more images specified by the slideshow schedule for
the current time window;

receiving a user selection of one of the date boxes as a
selected date box, the selected date box corresponding
to a combination of a calendar date and calendar month
that is different from the combination of the calendar
date and calendar month specified by the current time
window;

selecting the time window corresponding to the selected
date box: and

causing display, in the calendar display area, of the one or
more images specified by the slideshow schedule for
the time window corresponding to the selected date
box.
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12. The computer readable medium of claim 11, wherein
obtaining, for each of the images, a timestamp for the image
comprises obtaining, for each of the images, an EXIF
timestamp included in EXIF data for the image, the EXIF
timestamp indicating a time the image was captured by an
image capturing device.

13. The computer readable medium of claim 11, wherein
the slideshow schedule specifies two or more images for
display during a particular time window, and wherein the
slideshow schedule further specifies an alternating display of
the two or more images during the particular time window.

14. The computer readable medium of claim 11, the
operations further comprising:

displaying, within each date box, an image of the one or

more images specified by the slideshow schedule for
the time window corresponding to the date box.

15. The computer readable medium of claim 14, further
comprising highlighting the date corresponding to the cur-
rent time window.



